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(Sensor = cool) until  
(temperature >= 70) 
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{Sensor = cool, 
temp < 70}

{sensor = _, 
!(temp < 70)}

{sensor = _, 
temp= _}



Model Checking

       

MC
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B → ϕ

B ↔ ϕ



LTL Model Checking - Specification

● Specification is expressed using Linear Temporal Logic

● a U b - a is true “until” b is true

        {aaaab…,ba….,aacb…,abb….}

● Ga - a is “always” true 
{aaaaa…,{a,b}a….,aacb…,abb….}
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LTL Model Checking - System (Model)

● System is expressed using a Büchi Automaton
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Traditional Model Checking

 accepting  !(a U !b)

Non-
Empty

Empty
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 accepting  !(a U !b)

2＾|ϕ| |B| × 2＾|ϕ|

Exponential 
time and space
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Challenges of Traditional Model Checking



OCTAL: Graph Representation Learning for LTL Model Checking

● First Graph Representation Learning-based framework for LTL Model Checking

● Takes advantage of inherent graph structures of automaton and specification 
to learn embeddings of states and transitions

● Aims to decrease the high cost of model checking
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Formulate Model Checking as Graph Representation Learning



      Traditional MC: |B| × 2＾|ϕ|       OCTAL: |B + ϕ|
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Complexity Comparison



OCTAL: Node Encoding
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Model Checking Scenarios
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General Special (Equivalence)

B ↔ ϕ B ↔ ϕ

B → ϕ B → ϕ

B ← ϕ B ← ϕ

B ≠ ϕ B ≠ ϕ



Datasets

● Synth is a synthetic dataset to test the effectiveness of OCTAL on diverse and complex 
systems (specifications)

● RERS is a dataset adapted from the LTL specifications of RERS’19

● RERS is designed to test the effectiveness of OCTAL on real world, traditional MC oriented 
systems (specifications)

● Synth and RERS are designed for both general and special model checking cases

● The datasets comprise of tuples of the form (B, ϕ, l)
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Architecture and Experimental Setup

● Trained and validated with an 80-20 split

● All sets are randomly shuffled and contain equal number of positives and negatives

● Three baselines are considered for performance analysis
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Baseline Models

15

MLP Link Predictor

0,1,..,0,0,0,0

0,0,1,..,0,0,0,0



Evaluation Results - General Scenario
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SOTA MCs

I := inference
O := graph + I



Evaluation Results - Special Scenario
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SOTA MCs

I := inference
O := graph + I



Conclusions and Future Work

● OCTAL is the first GRL-based framework for LTL model checking

● OCTAL achieves significant speedups over SOTA tools with consistent 
prediction performance

● OCTAL consistently achieves ~95% accuracy on special model checking

● OCTAL can be used to make MC affordable

● In future, we propose to extend OCTAL to support counter example traces for 
the “no” predictions.
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